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Abstract

Although environmental processes at large scales are to a great degree the resultant of processes at smaller scales,
models representing these processes can vary considerably from scale to scale. There are three main reasons for this.
Firstly, different processes dominate at different scales, and so different processes are ignored in the simplification
step of the model development. Secondly, input data are often absent or of a much lower quality at larger scales,
which results in a tendency to use simpler, empirical models at the larger scale. Third, the support of the inputs
and outputs of a model changes with change of scale, and this affects the relationships between them. Given these
reasons for using different models at different scales, application of a model developed at a specific scale to a larger
scale should be treated with care. Instead, models should be modified to suit the larger scale, and for this purpose
uncertainty analyses can be extremely helpful. If upscaling disturbed the balance between the contributions of input
and model error to the output error, then an uncertainty analysis will show this. Uncertainty analysis will also show
how to restore the balance. In practice, application of uncertainty analysis is severely hampered by difficulties
in the assessment of input and model error. Knowledge of the short distance spatial variability is of paramount
importance to input error assessment with a change of support, but current geographical databases rarely convey
this type of information. Model error can only be estimated reliably by validation, but this is not easy because the
support of model predictions and validation measurements is usually not the same.

Introduction

Much of the research effort in the environmental sci-
ences is spent on the development of (quantitative)
models. The purpose of model building is usually
twofold, firstly to assist in the understanding of phys-
ical systems by providing a framework within which
to analyze data, and secondly to provide a predictive
tool [19]. Although the same model may be used for
both purposes, one should be very aware that the sec-
ond purpose puts a much higher claim on the validity
of the model [19, 53]. A model can be conveniently
defined as a simplified representation of the real world.
Adding the adjective ‘simplified’ is meaningful here
because it emphasizes that modelling is an activity in
which one purposely introduces simplifications to the
real world [17]. Not only is it impossible to build a
model that is an exact copy of the real world (e.g., con-

sider the example of Newtonian mechanics in [27]),
but it is also naive and even illusory to assert that this
should be the ultimate goal of the modeller. Instead,
the modeller’s goal is to build a model in which a well-
considered trade-off has been made between validity
and representativeness on the one hand and degree
of complexity, transparency and manageability on the
other.

Since a model is only an approximation of reality,
and also because the inputs to the model are rarely, if
ever, exactly known, the output of the model is also
likely to deviate from reality. In other words, the errors
or uncertainties that are contained in the model and its
inputs will propagate to the model output. Clearly, it
is important to know how large the uncertainties in the
model output are, particularly when the model is used
for predictive purposes. In recent years much attention
has been paid to the propagation of errors in envi-
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ronmental modelling, and several techniques are now
readily available to carry out this type of uncertainty
analysis [22, 27, 30, 61].

Another important issue in the environmental sci-
ences, and certainly as challenging as the handling of
uncertainty, concerns the issue of scale. Many of the
processes that we study and for which we build models,
take place at various spatial and temporal scales [25].
This workshop presented us with many examples, such
as erosion [35], salinisation [45], nitrate leaching [9,
54, 59], soil nutrient depletion [51] and groundwater
movement [4]. It is obvious that processes at different
scales interact, but as yet "no one discipline has com-
pletely resolved the problem of translation of knowl-
edge from smaller scales to larger, or the reverse" [56].
This is a serious problem, because it often happens that
models are developed at a scale which is much smaller
than the scale of relevant applications, so that some
form of upscaling is required [4, 14, 26, 39].

The purpose of this review paper is to address
the problem of environmental modelling at differ-
ent spatial (and temporal) scales, including the accu-
racy assessment of model predictions at these vari-
ous scales, by summarizing and commenting on the
approaches and solutions offered in the papers pre-
sented at this workshop.

Model development at different spatial scales

At some stage in the development of a model describ-
ing a physical process or phenomenon, the variables
that are considered relevant for the particular problem
are defined and the relations between these variables
are quantified, either based on physical laws or on
empirical evidence. The choices that are made at this
stage are crucial for the model that is finally obtained,
and an important question is whether these choices
would turn out differently if the same process were
modelled at a different scale. If this were indeed the
case, then the model would be scale-specific, and the
application of the model at a different scale would have
to be treated with caution.

Many papers in this workshop argue that models
are indeed scale-specific, for three principal reasons:
(1) different processes are important at different scales,
(2) the input data availability is reduced at larger scales,
and (3) the model input and model output undergo a
change of support.

Relative importance of processes

The first reason for arriving at different models at dif-
ferent scales is that "different processes are important
at different levels" [14]. This affects the modelling,
because modelling focusses on dominant processes and
ignores less important ones. For instance, at the land-
scape scale, soil moisture is controlled by soil texture,
but at the regional scale the focus is on geologic and
geomorphic factors [56]. In [56], it is also observed that
"pesticide sorption is a combination of equilibrium and
kinetic processes, but kinetic processes are not often
included in current models because they occur over a
short scale of space". On a temporal scale, seasonal
dynamics will be included in soil acidification models
operating on a shorter time scale, but not in models
operating on a large temporal scale [11]. In soil solute
transport modelling, the weathering of minerals will
only become a meaningful contributory process when
the time scale is sufficiently large.

A word of warning should be raised here as well,
because too often we will tend to believe that a certain
process is important only at the scale at which it oper-
ates, whereas in reality it may well have a profound
influence at other scales as well. For instance, macrop-
ore and preferential flow take place at the pedon level
[48], but they remain important contributory processes
at the field and region level. Similarly, photosynthesis
takes place at the scale of leaves, but clearly this does
not undermine its importance at the scale of forests and
crops.

Reduced input data availability at the larger scale

The second reason for ending up with different models
at different scales has to do with input data availabili-
ty. At the small scale, data are often available through
measurements. At the large scale, measurements are
no longer available but inputs have to be derived from
general information sources, such as general purpose
soil maps, agricultural statistics or expert judgments
[20, 51, 59]. Obtaining the model inputs from gen-
eral information sources usually involves some kind
of transformation, such as achieved by a pedo-transfer
function [26, 51, 52, 63]. The use of transfer functions
inevitably causes a deterioration in the quality of the
input data, and this has led many model developers to
simplify their models when moving from smaller to
larger scales [11]. The reason is simple: what sense
does it make to include sub-processes if they require
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information that is either absent or very unsure? Or,
as [35] puts it: "Upscaling to larger areas invariably
means a loss in the precision and observation densi-
ty of data used to parametrize a model. It also raises
questions about the suitability of applying the mod-
el at a scale different from the one for which it was
developed".

The workshop contains many examples of adjust-
ing a model to the reduced input data availability. In
[52] it is explicitly stated that "a requirement for a
regional scale model is that all model parameters can
be derived from commonly available soil characteris-
tics", and the authors fulfil this requirement by building
the SOACAS model, which is simpler than competi-
tive models for tracing metal behaviour and transport in
soil. Aggregation of the soil nutrient depletion model
from regions to subcontinents is done using a gener-
alized calculation based on national soil, climate and
landuse data bases [51]. In [11], moving from a region-
al (RESAM) to a national and continental (SMART)
scale, the degree of process aggregation is increased
(i.e. the complexity of the model is decreased) in
response to the decrease of data availability. Because
necessary data are lacking at the regional scale, the ele-
mentary overlay-based erosion model in [35] is further
simplified to a multiplication-based model, but "more
complex models could be used where better data are
available".

At this point it is useful to note that in some situ-
ations it may be very difficult to satisfy the rule that
modelling should include the dominant processes and
that it should also exclude processes that cannot be
parametrized due to lack of adequate data. Typical
examples are macropore and preferential flow in soil,
which are clearly important, also at larger scales, but
very hard to parametrize from general-purposesoil sur-
vey data [9, 48, 50]. Another example is given in [52],
where it is recognized that ignoring the effect of city
compost is a likely cause for underestimation of cad-
mium loads, but where this effect could not be account-
ed for because quantitative information on use of city
compost was not available.

Change of support of model entities

The third reason for modifying a model under a change
of scale is that the support of the model entities
changes. Here ‘support’ refers to the size, shape and
orientation of these entities [8, 58]. The concept of sup-
port has much in common with ‘level of aggregation’
[14] and ‘sample volume’ [56]. Moving up from the

small scale to the large scale usually implies that the
model input and output become some kind of average
of point values within the larger spatial unit or ’block’,
i.e. the support changes. For instance, the SOACAS
model used in [52] takes as inputs atmospheric deposi-
tion, fertilizers and animal manure as values averaged
over 500�500 m2 grid cells and it produces as output
the grid cell averaged cadmium content.

A change of support may require an adaptation
of the model because relations between variables that
exist at the point support need not extend to the block
support. A clear example is Darcy flow in two and three
dimensions, where it has been demonstrated that when
Darcy’s law is assumed valid at the measurement scale,
then it cannot be valid at the block scale [3 page 65].
To illustrate the effect of a change of support, consider
the example of nitrate degradation in soil, which can
be described as a function of the nitrogen surpluses, the
average field capacity and the site specific denitrifica-
tion conditions [59]. Due to the non-linearities that are
contained in the model, it is unlikely that applying the
model to 3�3 km2 grid cell averaged inputs yields the
same result as averaging the model outputs computed
at all points within the grid cell. The change of support
effect also turns up in the simplest non-linear opera-
tions. For instance, multiplying average water flow by
average solute concentration is unlikely to produce the
average solute flow in a situation of spatial (or tempo-
ral) heterogeneity. Whether or not this is a substantial
effect depends on the degree of heterogeneity. In some
cases, the effects of spatial heterogeneity can indeed be
quite large [48], but there are also cases where averag-
ing did not cause too great a deterioration in the results
[32].

Groundwater modelling is one research area where
one is well aware of the effect of a change of support
on the relationships between model entities. Although
moving up from the core scale to the local scale is not
(yet) accompanied by an adjustment of model struc-
ture, the model parameters (such as hydraulic con-
ductivity and dispersivity) do change, both in value
and interpretation. In [4] it is shown how difficult the
upscaling of hydraulic conductivity really is, partic-
ularly because it turns out that block conductivity is
dependent on flow geometry. Model structure itself
is sometimes also questioned. In the area of subsur-
face hydrology, it has been asserted that "it is mere-
ly assumed that the same small scale physical equa-
tions can be applied at the model grid scale with the
same parameters. In doing so we make a conceptual
leap" [1] and that "direct application of small-scale par-
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tial differential equations to grid-scale processes gives
rise to fundamental problems due to the inherent spa-
tial variability" [31]. These problems have also been
recognized in this workshop, when it was stated that
"a point of concern is the use of average soil physical
and soil chemical characteristics within one grid cell"
[52] and "the structure of the water balance model and
its parameters are oversimplifications, but if we wish
to use models at a large scale on a grid with validly
averaged parameters we should use models that are
linear with respect to their parameters" [20]. Perhaps
we should not so rigorously discard non-linear models
at the larger scale, but the effect of a change of sup-
port should always be considered, including the case
of application of a crop model developed for the field
scale at spatial units the size of 1� � 1� [20].

A change of scale will not always be accompa-
nied by a change of support. For instance, in [54] a
soil freezing model is applied to predict the number
of frost tillable days per winter at 275 weather obser-
vation sites, using input data from these sites. In that
case, upscaling in fact reduces to spatial generalization
(or spatial extrapolation), because the model entities
retain the same support. It is important to realize that
prediction at points is fundamentally different from
prediction at blocks, and therefore one should always
state the support when reporting results [58 page 29].

Uncertainty analysis as a tool in upscaling
environmental models

The previous section gave three main reasons why the
majority of environmental models are scale-specific.
The immediate consequence is that models developed
at the small research scale must be adjusted to the larger
scale of relevant applications. But how should such an
adjustment be done? In principle it seems right to base
the adjustment on the fact that processes at the larger
scale are the resultant of processes at smaller scales,
in other words, to make use of the idea of hierarchical
systems where lower levels are part of and confined by
processes at higher levels, and to take a more holistic
perspective [5, 14, 56]. However, we should not forget
that models are no more than simplified representations
of reality, where unimportant processes are purpose-
ly ignored. Since different processes are important at
different scales, it may happen that the resultant of pro-
cesses at the smaller scale is relatively unimportant at
the larger scale. In addition, quantification of the inter-

action of processes at different scales is not an easy
task.

The holistic and hierarchical approach are certainly
very useful as methodologies to enhance understand-
ing of how processes at one scale affect processes at
other scales, but when it comes to building predictive
models that should be efficient and economic, the com-
mon pragmatic approach may still be preferred. This
means that to develop or modify a model for a given
scale, the dominant processes, the support and the data
availability at that scale are taken as starting points.
Admittedly, this yields different models at different
scales and it obscures the relations that exist between
processes at different scales, but it does not undermine
the validity of the model at the scale for which it was
built.

Unfortunately, a model will not always be suffi-
ciently adjusted to the change of scale.Many modellers
still tend to leave (parts of) their model unchanged
when moving to a larger scale. This manifests itself in
a tendency to use overly complex models [55]. In such
cases, reduced data availability has been insufficiently
incorporated in the model adjustment. It seems that
therefore, there is a need for tools that can assist the
modeller in making the right simplification steps.

One such a tool is uncertainty analysis. Although
the main purpose of uncertainty analysis (also called
error propagation analysis) is to evaluate the accuracy
of a certain model at a given scale [27], it can also prove
valuable in deciding in what way and to what degree to
adjust or simplify a given model to the larger scale [11,
22]. But before addressing how an uncertainty analysis
may be used for this purpose, let me first briefly review
the main principles of an error propagation analysis.

Summary of error propagation techniques

In a crude mathematical notation, the error propaga-
tion problem can be formulated as follows. Let u be
the output of a model g that operates on m inputs ai
(i=1,...,m):

u = g(a1; a2; . . . ; am) (1)

The inputs ai may be scalars, but in many cases they
will be temporally and/or spatially distributed. The
inputs to the model have been measured, estimated,
classified or interpolated, and so in almost all practical
cases they will contain a certain amount of error. The
aim of an error propagation analysis is to determine
how large the error in the output u is, given the errors
in the inputs ai. This is done by making the inputs ran-
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domly distributed, i.e. by defining a joint probability
distribution for the inputs. Usually, the standard devi-
ation of an individual input is interpreted as the main
parameter representing its uncertainty.

Ideally, an error propagation analysis should also
include the model error, because even if the inputs
were exactly known, then the model output would still
be in error because the model itself is only a simplified
representation of reality. Model error can be included
by making model parameters randomly distributed or
by adding a residual noise term to the model.

Analytical solutions to the error propagation prob-
lem exist only in a few special cases, such as when g is
linear. For the general situation alternative techniques
have to be used. Two methods will now be briefly dis-
cussed. A more detailed account is given in [27]. The
idea of the Taylor method is to approximate g by a lin-
ear function, after which the error propagation can be
analytically solved [12, 22]. The Monte Carlo method
[38] uses an entirely different approach. The idea of the
method is to compute the result of g(a1,...,am) repeat-
edly, with input values ai that are randomly sampled
from their joint distribution.The variability in the mod-
el outputs then is a measure of the output uncertain-
ty. A random sample from the m inputs is obtained
using an appropriate pseudo random number genera-
tor. Application of the Monte Carlo method to spatially
distributed inputs requires the simultaneous generation
of realizations from random fields. Various techniques
can be used for this purpose, an attractive one being the
sequential Gaussian simulation algorithm [13]. In [4],
an analogous indicator simulation technique is used to
generate realizations of the three-dimensional texture
class distribution.

The main problem with the Taylor method is that
the results are only approximate. It is far from easy
to determine whether the approximations involved are
acceptable, especially when g is a complex model. The
Monte Carlo method does not suffer from this problem,
because in principle it can reach an arbitrary level of
accuracy. But high accuracies are reached only when
the number of runs is sufficiently large, which may
cause the method to become extremely time consum-
ing. Another disadvantage of the Monte Carlo method
is that the results do not come in an analytical form.
Despite these disadvantages, in the environmental sci-
ences Monte Carlo simulation is by far the most pop-
ular tool for tracing the propagation of errors [27],
because it is also transparent, easily implemented and
generally applicable.

The balance of errors

The contribution of individual error sources can be
obtained by utilizing the so-called partitioning prop-
erty, which says that the variance of the output error
is approximately equal to a sum of contributions, each
of which is attributable to the error of an individual
input [22, 24]. This can best be demonstrated for the
situation in which the input errors are uncorrelated and
when the Taylor method is applied. In that case, the
variance in the output u is simply given by:

Var(u) �
mX

i=1

Var(ai) � (
@g

@ai
)2 (2)

where Var(ai) is the variance of the error in ai and
where (@g/@ai) is the partial derivative of g with respect
to ai. The partial derivative conveys the sensitivity of
the model output to a change in the input. Note that
equation (2) is only approximately valid, but that it
can be improved by a partitioning method based on
stochastic simulation [28].

The consequence of the partitioning property is that
it allows one to make rational decisions on how to
reduce output error. Clearly the largest reduction in
output error can be achieved by reducing the error of
the input that has the largest error contribution. More-
over, it is possible to calculate beforehand how much
the output error reduces from the reduced input error,
allowing a rational comparison of different strategies.

The partitioning property can also be used to com-
pare the contributions of input and model error, provid-
ed the model error is quantified through randomization
of its parameters or inclusion of a stochastic residual.
It is clearly unwise to spend much effort on collecting
data if what is gained is immediately thrown away by
using a poor model. On the other hand, a simple model
may be as good as a complex model if the latter needs
lots of data that cannot be accurately obtained [22]. As
a general rule, it is thus best to strive for a balance of
errors.

Upscaling may seriously disturb the balance of
errors. One important reason is that input error increas-
es due to the reduced data availability at the larger
scale. This implies that the model becomes too com-
plex for the larger scale. Comparison of sixteen forest–
soil–atmosphere models showed that complex models
were not able to reproduce the field observations bet-
ter than more simple models [55], and from this the
authors concluded that there is a tendency to use over-
ly complex and unbalanced models. In soil acidifica-

frespf24.tex; 13/02/1998; 17:15; v.7; p.5



260

tion modelling, these considerations have led to the
development of simpler models at larger scales [11].

Applications of uncertainty analysis

It must be said that only a few papers presented at this
workshop employ an uncertainty analysis, and none of
them gives a rigorous treatment. One paper executes a
min-max analysis to get a worst case impression on the
uncertainty in the model output from the uncertainty
in organic matter [52], another performs a sensitivity
analysis to space and time resolution on the TOPMOD-
EL and a Monte Carlo analysis on the mixing model
[9]. In the second case study, [4] uses stochastic upscal-
ing in combination with stochastic spatial simulation
to obtain confidence limits for the C-value of the entire
confining layer. Comparison of results of the erosion
model using data from the regional database and using
more precise data is shown in [35].

Recent examples of more elaborate applications of
uncertainty analysis in environmental modelling are
[10, 15, 33, 36, 37, 40, 47, 62]. Applications of error
propagation in a GIS-context are given in [16, 21, 22,
24, 49].

Assessment of input and model error

Perhaps the main obstacle against a routine application
of uncertainty analysis in environmental modelling is
the assessment of input and model error [23, 27]. This
section addresses the problem of input and model error
assessment in more detail, again with emphasis on
scale-related issues.

Input error assessment

Upscaling affects the identification of input error in
two meaningful ways.

Firstly, input error increases when upscaling is
accompanied by a reduction of data availability. This
has already been discussed and illustrated in a previ-
ous section. When the same model is used at the larger
scale, the majority (or all) of the model inputs will
have to be derived from general information sources,
possibly through the use of transfer functions. It will
be clear that because of this the inputs become less
accurate, but quantification of the error remains diffi-
cult [27]. For instance, it is not yet common practice
to accompany general purpose maps stored in a GIS
by accuracy measures, although efforts are made to

improve the current situation [7, 18, 44]. In addition,
the errors inflicted by the transfer function are also
rarely known [27].

Secondly, when a change of scale includes a change
of support, then this must be included in the error
assessment. This is because input error is support-
dependent (an immediate consequence of this is that
the results of an uncertainty analysis are meaningless if
the supports of the model inputs are not the same). As
an example, consider the nitrate leaching model used
in [59], which uses the average precipitation within
3�3 km2 cells as input. To carry out an uncertainty
analysis in this case, the error associated with the grid
cell averaged precipitation is required. But how large
is this error? This question cannot easily be answered,
because part of the ‘point’ errors within the grid cell
will average out, but exactly how much depends on the
spatial variability of precipitation. In any case, the error
of the grid cell average will be smaller than the error
at any given point within the cell. Note also that the
averaging-out effect is equally valid on the time scale:
prediction of the average precipitation over longer time
periods is ’easier’ than prediction over shorter time
periods.

In geostatistics, the averaging-out effect is con-
tained in the so-called regularization theory [34].
This theory describes how the variogram of a spatial
attribute changes under a change of support. The gen-
eral result is that the sill of the variogram decreases as
one moves from point to block support, and that this
effect is stronger when the nugget variance is large.
A decrease of the sill means that the spatial variabili-
ty decreases, and this agrees with the observation that
"coefficients of variability often decrease with higher
levels of spatial aggregation" [14]. Knowledge of the
short distance variability is crucial to determine the
variability at the block support [58], and this may be
one of the reasons why so many papers in this work-
shop deal with the assessment of (short distance) spatial
variability [26, 39, 43, 46, 48, 50].

In a spatial interpolation context, the averaging out
effect causes the block kriging variance to be smaller
than the point kriging variance [26, 58]. Here it is
useful to note that the mere fact that the block kriging
variance is smaller than the point kriging variance can
never be a reason for using it, but that the only sound
reason for using block kriging is that values at block
support are required [26]. Note also that regularization
theory and block-kriging are usually restricted to linear
averaging, but that there are also situations where the
goal is non-linear averaging [42]. One particular non-
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linear averaging application, i.e. the derivation of the
block conductivity from the hydraulic conductivity at
the core scale, is extensively discussed in [4].

Of course, a change of support need not always be
directed upward, but can also be directed downward.
For instance, the crop model in [20] requires precipita-
tion data on a daily basis but the available data sources
provide only monthly averages. This requires tempo-
ral downscaling. In fact the crop model requires spatial
downscaling as well, when irrigation water availability
is to be scaled down from catchment level to individual
grid cells. Downscaling means that variability should
be added instead of levelled out, and this is gener-
ally considered a difficult problem [14, 39]. In [20],
temporal variability is added by randomly distributing
the average monthly rainfall over the average month-
ly number of raindays, but this may still be too little
added variability. In [26], it is assumed that the weath-
er is uniform for the area studied, which is likely to
introduce more spatial dependence than is actually the
case.

Model error assessment

Model error contains all errors that result from the var-
ious assumptions, discretizations and simplifications
that are made to make the model manageable. Unfortu-
nately, it is seldomly easy to quantify the model error.
One important reason is that model error may vary
from application to application. For instance, the linear
regression erosion model developed for the Nord-Pas-
de-Calais region in [35] may perform much more badly
when it is applied to the Mediterranean. When model
development involves calibration of model parameters,
then model error will almost certainly increase when
the model is extrapolated to another area or to another
time period. Note that calibration does offer possibili-
ties to estimate the errors of the calibrated parameters
[2, 29], but these error measures cannot be extrapolated
to other applications either.

Therefore, unless one wants to make unverifiable
assumptions about the portability of model error, it
can be concluded that model error must be determined
anew for each application. One method of model error
assessment then is to compare the model results with
results that are obtained using a much more detailed
model. This so-called inter-model comparison [27] has
indeed been used in this workshop [11, 35]. In princi-
ple the approach is viable, but it does presuppose that
the error contained in the more detailed model is neg-
ligible and it must somehow filter out the contribution

of input error. Note also that the idea of inter-model
comparison can be extended to inter-data comparison,
where information at different quality levels is used by
the same model and the results are compared [35, 52,
54].

A more reliable method to assess the model error
contribution is through validation, i.e. through the
comparison of model predictions with independent
measurements. When input and model error are statis-
tically independent (and it is hard to think of a reason
why they should not be), the following identity holds:

Var(output error) = Var(due to input error)+

+Var(due to model error) (3)

The left hand side of (3) can be determined by valida-
tion and the first term on the right hand side through
an uncertainty analysis, using only the (known) input
error as the source of error. Thus the contribution of
model error can be computed by subtracting the latter
from the former. This yields a single lumped model
error, but it can be decomposed into parts by repeating
the procedure for separate sub-processes. For instance,
decomposition of model error is relatively easy when
the model consists of a combination of different inde-
pendent submodels, such as is the case with the nitrate
pollution model in [59].

Although it sounds easy, there are several difficul-
ties associated with the proposed procedure. The first is
that it assumes that the input error is known. We have
seen before that in practice this is not a very realis-
tic assumption. The second problem is that it assumes
that the variance of the output error can be determined
exactly through validation. But in practice it can only
yield an estimate of the output error, because valida-
tion is always based on a finite number of comparisons.
In addition, validation often suffers from the fact that
the support of the model predictions is not the same as
the support of the measurements [39, 56]. The latter
problem will now be discussed in more detail.

Validation of block predictions from point
observations

Many models that operate on a large scale make model
predictions on a support at which measurements cannot
realistically be obtained. For instance, in this workshop
this was the case with models of crop growth [20],
groundwater movement [4], soil acidification [11] and
heavy metal accumulation [52]. Direct comparison of
block predictions with point measurements is not valid
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because the point behaviour may importantly deviate
from the block behaviour (see the initial experiment
in [50] for a clear example). Such comparisons are
unfair because a large scale model is not intended to be
able to predict values at the point support. For instance,
the supraregional nitrate flow model makes predictions
for areal units of 3�3 km2, and the "model approach
does not claim to be suitable for site-related or small
regional applications" [59].

A correct validation requires that the point mea-
surements are scaled up to the block support before
a comparison with model predictions is made. Let us
restrict ourselves to linear upscaling. If multiple point
measurements are collected within the same block
using some form of probability sampling, then the
block average may be estimated using a design-based
approach [6]. A design-based approach has the impor-
tant advantage that it makes very few assumptions, but
the estimation error will be large when the number
of measurements within the block is small. Although
design-based methods offer possibilities to reduce the
estimation accuracy by including additional informa-
tion, model-based approaches are more equipped for
this purpose. Examples of model-based approaches
used in this workshop are block-kriging [26], which
uses measurements at neighbouring locations (outside
the block) as additional information, and the GAM
model [52], which improves estimation through the
use of external explanatory variables.

Upscaling point measurements to the block support
implies that the true block average is not known but
only estimated. As is remarked in [27], it is impor-
tant to assess the accuracy of the estimate, because it
must be included in the subsequent validation analysis.
Let u� be the model prediction of the true block aver-
aged output u, and let û be the estimate of u based on
the point validation measurements. Now the squared
deviation of (u�-û) can be decomposed into:

(u��û)2
= ((u��u)+(u�û))2

� (u�u�)2
+(u�û)2

(4)
where the latter equality is approximate only because it
ignores the cross-product of (u�-u) and (u-û). Equation
(4) shows that evaluating a model on only (u�-û)2 is
unfair because it should really be judged on (u-u�)2,
which gives a smaller value. A correction must be
made, and this requires knowledge of the squared esti-
mation error (u-û)2. Both design-based and model-
based techniques allow to estimate the squared estima-
tion error, but in environmental modelling practice this

matter and its implications for validation seem not yet
to have been used to its full potential.

Thorough treatments on partitioning the mean
squared error of prediction are given in [41, 57, 60].
One particularly interesting result addressed in great
detail in [57] is that comparison of the two terms on
the right hand side of (4) gives insight into whether
sufficient effort has been spent on collecting validation
data.

Discussion and conclusions

Many of the models used in the environmental sciences
are scale-specific. This is not surprising, because there
are sound reasons that cause modellers to take differ-
ent decisions at different scales. Clearly, scale-specific
models should not be applied uncritically to scales for
which they were not developed, but in practice, this
rule is often violated. It simply is very tempting to
apply an existing model to a larger scale, because that
is where the relevant applications are.

One efficient way to prevent users from applying
models to scales for which they were not developed is
to offer them a set of alternative models, one for each
scale of application. Such an approach requires that
plot scale models are modified to make them suitable
for larger scales. Uncertainty analysis can be used as
an aid in the model adjustment.

Although uncertainty analyses are definitely very
useful in adjusting models to the larger scale, sever-
al problems exist. The problems lie not so much in
the error propagation analysis itself, but much more in
the assessment of input and model error. At present,
many data sources do not provide information about
the accuracy of the data they contain. However, when
given sufficient priority, we should be able to let the
data and transfer functions that are stored in common
data bases be routinely accompanied by accuracy mea-
sures. With regard to model error, more work is needed
to develop a standard methodology for the assessment
of model error through validation exercises.

One aspect that is often ignored, but that is of cru-
cial importance in upscaling studies and uncertainty
analyses, concerns the issue of support. The support
has such an important influence on the assessment of
input error, on the relations between model entities and
on the results of validation that we cannot allow our-
selves to be ambiguous about it. It is imperative that
the support is always stated when reporting results,
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particularly in studies making accuracy statements or
involving a change of scale.
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